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Recent event research in computational linguistics skews heavily towards content 
classification tasks like event type classification and event argument extraction. In 
these contexts, the layperson definition of the term event is often used, in the sense 
of newspaper-worthy happening. The linguistic definition of events is usually 
disregarded. According to linguistic theory, features like telicity and dynamicity 
can help to determine the aspectual class of a verb, which in turn indicates the 
presence or absence of an event in a sentence. Even a simple sentence like John 
painted a picture in an hour (Dowty, 1979, p. 56) can be classified as an event 
according to Vendler (1967), who differentiates between four aspectual classes: 
states, activities, achievements and accomplishments. Human annotators can 
identify and label these classes with the help of a number of criteria as summarized 
by Dowty (1979). The question remains whether transformer models such as BERT 
(Devlin et al., 2019) are able to: (1) classify sentences according to these classes 
while (2) basing their classification decisions on relevant features in the sentences. 
Some experiments regarding the automatic classification of aspectual verb classes 
have already been conducted (e.g., Metheniti et al., 2022). However, the data used 
for these experiments is often engineered to better suit the task. Sentences follow 
a simplified syntactic structure, thereby artificially avoiding the problem of 
aspectual type coercion (Moens & Steedman, 1988) as well as possible (semantic) 
bias in the data base. The current study aims to assess how well transformer models 
can perform this classification on a more diverse dataset. A corpus of online 
newspaper articles will be manually annotated using Dowty’s criteria as a guide. 
This dataset will then be used to conduct a series of proof-of-concept classification 
tasks: two binary classification tasks to detect telicity and dynamicity respectively, 
and a multiclass classification task focusing on Vendler’s aspectual classes. 
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